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Outline

• How do/did we write experimental data?
– Standard files and custom auxiliary files.

• Why move to HDF5 and not stick with ASCII files?
– Data size and organization with higher dimension data sets.

• What is the structure of the HDF5 files?
– NeXus format and current HDF5 structure.

• What at the advantages of HDF5 (binary files)?
– Disk space and data access.

• How do users deal with HDF5?
– Tools available for users.



How did we use to write data?

• Prior to 2017 the RIXS ES data acquisition 
was with in-house Software Acquaman
– Binary format: CDF

• Export final data in ASCII

– Phased out during 2016-2017 upgrade
– RSXS ES always used FOURC

• Only wrote to one ASCII file.

• REIXS started using SPEC/FOURC for all data 
acquisition in 2017
– Main SPEC/FOURC file: ASCII

• SCAs only

– Auxiliary files added for RIXS (later RSXS): ASCII
• SDD needs MCAs
• XES Spectrometer needs both MCAs and images.



How did we use to write data?

• Prior to 2017 the RIXS ES data acquisition 
was with in-house Software Acquaman
– Binary format: CDF

• Export final data in ASCII

– Phased out due to lack of support
– RSXS ES always used FOURC

• Only wrote to one ASCII file.

• REIXS started using SPEC/FOURC for all data 
acquisition in 2017
– Main SPEC/FOURC file: ASCII

• SCAs only

– Auxiliary files added for RIXS (later RSXS): ASCII
• SDD needs MCAs
• XES Spectrometer needs both MCAs and images.



How do we currently write data?

• Major Data Overall in 2018/2019
– Consistent format between RSXS ES and RIXS ES

• SPEC/FOURC headers in auxiliary files.

– Higher level data orginzation
• Image stacks: RSXS only
• Detector scales added

– Data organized by date and group
– Secure access with group user accounts

• Development of HDF5 in 2020
– Introduced on RIXS ES in late 2022

• Now the standard for data access.

– Introduced on RSXS ES in early 2023
• Users still reliant on ASCII files.



Where do we go from here? HDF5
• More and more files..

– Now 3 MCA detectors (SDD, XES, XEOL): 
but adding two more
• Would need 2 additional files.

• What about data retention and organization?

• HDF5: Organized and compact
– Multiple scans per file

– Each detector can be grouped and aliased 
in standard locations
• Higher dimensional data is easily appended

• Stacks, images, lines

– Extremely rich metadata
• Beamline snapshot captured before each scan



What is NeXus and should we follow the standards? 
• NeXus is an international standard for HDF5 

files.
– http://www.nexusformat.org
– Dictates required attributes and organization of 

the HDF5 file.

• REIXS will make efforts to adhere to NeXus
standards.
– Ensure future consistency.
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http://www.nexusformat.org/


Why not stick with ASCII files? Why HDF5?

• ASCII files require the entire file to be parsed.
– Large ASCII files need to be loaded into memory.
– Access time scales with file size.

• ASCII files can not be modified unsequentially.
– New data can not be easily inserted, only appended 

to the end.
– HDF5 does not support duplicate data, but more 

data can always be added.

• HDF5 supports linking.
– Redundant data can be well organized without 

additional overhead.

• Working with data is easier.
– Large images and stacks can directly loaded into 

arrays for data reduction.

• Comments can be inserted 
retroactively after the scans 
have finished.
– Overnight macro.



Why not stick with ASCII files? Why HDF5?



Is HDF5 more efficient for data storage?

• The short answer: sometimes, but mostly no.
– Increase meta data.
– More complex data sets.

• We just end up making more data because it is easier.
• HDF5 can store data more efficiently if it is not mostly 

zeros..
– Space in ASCII for zero in array (2 bytes)
– 32 bit/64 bit unsigned in HDF5 (4-8 bytes)
– Space saved if the average value is 5-6 digits (6-7 bytes)

• Large files create delays in network synchronization.
– Working solution for passive synchronization.
– Deploy in next cycle.
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≈10 MB/scan

• Gigabit connect for syncing
- 125MB/s or 8s for 1GB files



How to interface with HDF5? 
• Many options for HDF5

– Igor (built-in browswer)
– Linux (h5dump)
– Most programming languages 

have a hdf5 library
– HDF group HDF VIEW

• https://www.hdfgroup.org/download
s/hdfview/

– Beamline supported Jupyter
Notebook
• https://pypi.org/project/reixs/

Patrick Braun will talk about our Jupyter Notebook Next!

https://www.hdfgroup.org/downloads/hdfview/
https://pypi.org/project/reixs/


Outlook - Questions for you? Or for me…

• Phasing out dates for ASCII
– RIXS ES: October 2023

• ASCII files are already not being used, just there as a backup.

– RSXS ES: January 2024

– Only main SPEC/FOURC data file will be available and main HDF5 file.

• Are there concerns with the phasing out of ASCII data?

• What metadata would you like that isn’t there?


